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The Physical Basis of Knowledge

Fiorillo, Christopher D.

Neuroscience

Bio and Brain Engin.

Science and brains deal with information (knowledge), and yet the physical basis of information is still not understood.  We seek to characterize a state of knowledge through the mathematics of probability, and then use that mathematics to describe the knowledge in physical systems.  Our ultimate goal is to lay the foundation for a theory of brain function, as well as machine intelligence.  The more immediate benefit will be improved statistical methods for describing the knowledge of scientists (data analysis).

Our goal is to describe the knowledge in a physical system with probabilities, in analogy to the way that calculus can describe the motion of a physical system.  We plan to first describe the knowledge in a geometrical configuration of points, before using the same methods to describe the knowledge in a physical system (such as the position and velocity of a particle, or the voltage and current across a neuron’s membrane).  

지식의 물리적 토대.



Science is based on knowledge and reason (information and logic).  However, 
science lacks an understanding of these concepts in relation to physical systems.  
What we call “the laws of physics” is a model that science derived from 
knowledge and reason.  Until these laws are understood in relation to knowledge 
and reason, science does not have a proper and strong foundation.  The 
inadequate foundation may explain why some aspects of quantum mechanics 
appear paradoxical and absurd.  As a neuroscientist, I believe that we must 
understand the physical basis of knowledge in order to understand the brain, and 
to advance machine intelligence.  A general theory of brain function currently 
appears out of reach to most neuroscientists because they have virtually no 
understanding of how information relates to physical systems.  

E.T. Jaynes, a physicist, developed a unified mathematical framework for 
knowledge and reason1.  Unfortunately it is not well known to most scientists.  I 
summarize it as “logic is objective and universal, knowledge is subjective and 
local.”  He used logic (objective Bayesian probabilities) to describe subjective 
states of knowledge.  His mathematical methods have already been very useful 
in statistics and machine intelligence.  But their full potential has not been 
realized.  They provide an objective means of characterizing subjectivity, a topic 
that has caused fear and confusion for scientists.  His framework has become 
the basis for an increasingly popular view that the general function of the brain is 
prediction (or inference)2,3.  My lab’s research has contributed to this area, both 
with respect to theory4-8 , experimental tests of theory9-11, and patents on 
machine learning algorithms12-15. 

However, none of this past work has adequately explained the physical basis of 
knowledge.  Scientists have focused on characterizing their knowledge about 
physical systems (and sometimes they have confused their knowledge with that 
of the physical systems they study)6.  In contrast, I want to characterize the 
knowledge in physical systems.  What does one physical system know about 
another?  What does it mean for a physical system (like a neuron or brain) to “be 
a subjective observer?”  Science has already made tremendous progress in 
developing excellent physical models.  Given a physical model of a neuron, I 
want to “take the neuron’s point of view.”  This is similar to the way that we try to 
understand other people by considering their point of view.  This may not appear 
scientific, but we know it works.  I believe this can be objective and scientific 
given the mathematics of Jaynes together with physical models. 

Specifically, we would like to characterize knowledge by finding the probability 
distribution over states of physical system ‘A,’ conditional on the state 
(knowledge) of system ‘B.’  For example, what is the probability distribution over 
external states conditional on a neuron’s membrane voltage and current (at a 



moment in time)?  As a simpler example, what is the distribution over location of 
particle A, conditional only on the position and velocity of particle B?  

In trying to answer these questions, we found that there are currently no known 
solutions (probability distributions) for simple but realistic states of knowledge.  
Therefore we chose to begin with a problem of pure geometry before considering 
physical systems.  Given the known locations of N points, where is an unknown 
point?  It may appear that every location is equally probable, and thus there is no 
interesting solution.  However, since the unknown distance must be finite, it is 
more likely to be closer rather than further from the known locations.  We have 
introduced the problem to the literature, emphasizing that we are seeking an 
exact solution with no assumptions8.  Since 
then we have derived the exact solution to 
the simpler but related question “given N 
known distances, what is an unknown 
distance?”  The figure shows the 
distribution over distance r2 given 
knowledge of distance r1.  The known 
distance is the median of the distribution, 
and thus the unknown distance is equally 
likely to be more or less than the known distance.  This could be published alone, 
but we are hoping to solve the entire N-point problem soon. 

Although our ultimate interest is knowledge in physical systems, the N-point 
problem is at the foundation of statistics, and its solution should be of widespread 
utility.  Because it could be useful in estimating the position of stars, I gave an 
invited seminar at Korea Astronomy and Space Science Institute in November 
2015.

Specific Aims
1. Solve the ‘N-point problem.’ 
2. Given the position, velocity, and acceleration of one particle, where is another 

particle?  ‘Position and velocity’ is similar to (or the same as) the special case 
of N=2 in the ‘N-point problem.’

3. Given a neuron’s membrane voltage and current, what is the external state of 
the world?  We suspect that this may be similar to the case of the position and 
velocity of a particle (above), but on a macroscopic level in which many 
particles move in a highly coherent manner.



Eligibility
This proposal meets all of the six criteria.
1. Understanding the physical basis of knowledge is directly relevant to the 

“global challenge” of a successful theory of the brain, and machine 
intelligence.

2. It is the most fundamental issue in science in my opinion.  The brain remains 
among the greatest mysteries in science.  Our knowledge led us to “the laws 
of physics.”

3. It is far from my main focus on the theory and physiology of the brain.  
4. It would obviously be a challenge to get funding for this project, since it is 

highly novel and far from my established expertise.  A PhD student, Sunil Kim, 
has assisted me on this project without any dedicated grant support.

5. This is clearly not a “hot topic.”  I cannot name one scientist working on this 
problem.  The closest may be Ariel Caticha, a physicist.  His work is quite 
different from mine, and not “hot.”

6. As applied mathematics, it lacks commercial potential within 10 years.

Concluding Remarks
This project is far from my established area of research (my most recent and 
notable success was a 2013 single-author paper in Science on the 
representation of reward in the brain of monkeys).  Pursuit of this project is a risk 
to my career.  I am taking the risk because I believe that this project is extremely 
important, and it will succeed.  It is the biggest and best of my ideas.  In addition, 
the cost of this research is minimal, just salary and personal computers.  The 
potential long-term benefits are very large.
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